Tossinga BiasedCoin

MichaelMitzenmacheft

Whenwe talk abouta cointoss,we think of it asunbiasedwith probabilityone-halfit comesup heads,
andwith probability one-halfit comesup tails. An ideal unbiasedcoin might not correctly modela real
coin, which couldbebiasedslightly oneway or another After all, reallife is rarelyfair.

This possibilityleadsusto aninterestingmathematicahndcomputationafjuestion.ls theresomeway
we canusea biasedcointo efficiently simulateanunbiaseaoin? Specifically let usstartwith thefollowing
problem:

Problem 1. Givena biasedcoin thatcomesup headswith someprobability greaterthanone-halfand
lessthanone,canwe useit to simulateanunbiasecdoin toss?

A simplesolution,attributedto von Neumannmakesuseof symmetry Let usflip the coin twice. If it
comesup headdirst andtails secondthenwe call it a0. If it comesuptailsfirst andheadssecondthenwe
callit al. If thetwo flips arethe samewe flip twice again,andrepeathe processuntil we have aunbiased
toss. If we definearoundto be a pair of flips, it is clearthatwe the probability of generatingaOoralis
the sameeachround,sowe correctlysimulatean unbiaseccoin. For cornveniencewe will call theO or 1
producedby our simulatedunbiasedoin abit, whichis theappropriatéermfor a computerscientist.

Interestinglyenoughthis solutionworksregardlesof the probabilitythatthe coinlandsheadaup, even
if this probabilityis unknavn! This propertyseemsighly advantageousaswe may notknow thebiasof a
coinaheadf time.

Now thatwe have asimulation let usdeterminehow efficientit is.

Problem 2. Let the probabilitythatthe coin landsheadsup be p andthe probabilitythatthe coin lands
tailsup beq=1— p. On average,hon mary flips doesit take to generatea bit usingvon Neumanrs
method?

Let usdevelopageneraformulafor this problem.If eachroundtakesexactly f flips, andthe probability
of generatinga bit eachroundis e, thenthe expectednumberof total flips t satisfiesa simpleequation.If
we succeedn thefirst round,we useexactly f flips. If we do not, thenwe have flippedthe coin f times,
andbecausét is asthoughwe have to startover from the beginningagain,the expectedemainingnumber
of flipsis still t. Hencet satisfies

t=ef +(1—e)(f+t).
or, aftersimplifying
t="f/e

Usingvon Neumanrs strat@y, eachroundrequirestwo flips. Botha 0 anda 1 areeachgeneratedvith
probability pg, soaroundsuccessfullygenerates bit with probability2pg. Hencethe averagenumberof
flips requiredto generata bit is f /e=2/2pq= 1/pqg. For examplewhenp = 2/3, werequireon average
9/2 flips.

We now know how efficient von Neumanrs initial solutionis. But perhapshereare more efficient
solutions?Firstlet usconsidetthe problemfor a specificprobability p.

Problem 3. Supposeve know thatwe have abiasedcoin thatcomesup headswith probability p = 2/3.
Canwe generatea bit moreefficiently thanby von Neumanrs method?
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Figurel: TheMulti-Level Stratey.

We cando betterwhen p = 2/3 by matchingup the possibleoutcomesa bit morecarefully Again, let
usflip the coin twice eachround,but now we call it a 0 if two headscomeup, while we call it a 1 if the
tossesomeup different. Thenwe generatea 0 anda 1 eachwith probability4/9 eachround,insteadof the
2/9 usingvon Neumanrs method.Plugginginto our formulafor t = f /e, we usef = 2 flips perroundand
the probabilitye of finishingeachroundis 8/9. Hencethe averagenumberof coinflips beforegeneratinga
bit dropsto 9/4.

Of coursewe madestronguseof thefactthat p was2/3 to obtainthis solution. But now thatwe know
that more efficient solutionsmight be possible,we canlook for methodsthat work for ary p. It would
be particularlyniceto have a solutionthat, like von Neumanrs method,doesnot requireusto knowv p in
adwance.

Problem 4. Improve the efficiengy of generatinga bit by consideringhefirst four biasedlips (instead
of justthefirst two).

Considera sequencef four flips. If thefirst pair of flips areH T or T H, or thefirst pair of flips are
the samebut thesecondpairareH T or T H, thenwe usevon Neumanrs method.We canimprove things,
however, by pairingupthesequencesl H T T andT T H H; if thefirst sequencappearsve callit a0, and
if the secondsequenceappearsve call it a1. Thatis, if both pairsof flips arethe same but the pairsare
different,thenwe canagaindecideusingvon Neumanrs method exceptthat we considerthe order of the
pairs of flips. (Notethatour formulafor the averagenumberof flips no longerapplies sincewe might end
in the middle of our roundof four flips.)

Oncewe have thisidea,it seemaaturalto extendit further A pictureherehelps—seeFigurel. Let us
call eachflip of theactualcoinaLevel Oflip. If Level Oflips 2j — 1 and2j aredifferent,thenwe canusethe
order(heads-tail®r tails-head}o obtaina bit. (Thisis justvon Neumanrs methodagain.)If the two flips
arethe samehowever, thenwe will think of themasproviding uswith whatwe shallcall a Level 1 flip. If
Level 1 flips 2j — 1 and2j aredifferent,againthis givesusa bit. But if not, we canuseit to geta Level 2
flip, andsoon. Wewill call this the Multi-Level stratey.

Problem 5a. Whatis the probability we have not obtaineda bit after flipping a biasedcoin 2% times
usingthe Multi-Level stratgy?

Problem 5b (HARD!). Whatis the probabilitywe have not obtaineda bit afterflipping a biasedcoin £
timesusingthe Multi-Level stratgy??

Problem 5¢ (HARDEST!). How mary biasedflips doesone needon averagebeforeobtaininga bit
usingthe Multi-Level stratgy?

For the first question,note that the only way the Multi-Level stratgy will not producea bit after 2
tossess if all theflips have beenthe same.This happensvith probability p2k + qzk.

Using this, let us now determinethe probability the Multi-Level strateyy fails to producea bit in the
first £ bits, where/ is even. (The processever endson anoddflip!) Supposehats = 2 2k 4 2kn,
wherek; > ko > ... > kn. First, the Multi-Level stratgly mustlastthe first 2% flips, andwe have already
determinedthe probability that this happens.Next, the processmustlast the next 2% flips. For this to



happenall of the next 2% flips have to bethe same put they do not haveto bethe sameasthefirst 24 flips.
Similarly, eachof the next 2% flips have to be the same andso on. Hencethe probability of not generating
abitin £ flipsis
(67 + )
i
Giventhe probabilitythatthe Multi-Level stratg@y requiresat least/ flips, calculatingthe averagenum-
ber of flips t, beforethe Multi-Level stratgy producesa bit still requiressomework. Let P(¢) be the
probabilitythatthe Multi-Level stratgyy takesexactly £ flips to produceabit, andlet Q(¢) betheprobability
thatthe Multi-Level stratgy takesmorethan flips. Of courseP(¢) = 0 unless/ is even, sincewe cannot
endwith an odd numberof flips! Also, for | evenit is clearthanP(£) = Q(£ — 2) — Q(¥), sincetheright
handsideis justthe probabilitythatthe Multi-Level stratgy takes/ flips. Finally, we previously foundthat
Q) = M4 (p? + ") above.
Theaveragenumberof flips is, by definition,

t, = P()-¢
zzz,;even

We changehisinto aformulawith thevaluesQ(¢), sincewe alreadyknow how to calculatethem.

= P)-¢
© T Peen
= ;B/ (Q(£—2)—-Q(4))-£
>2f®ven

Now we usea standardtelescopingsum” trick; we re-write the sumby looking at the coeficient of each

Q(4).
- P()-£
& zzzgéven 0
= 3 (Q-2-Q)
>2.f®ven

= HAE+2—7¢
fgo,;evenQ( J(L+2-1)

= 2 ¢/
zzo,;evenQ( )

This givesan expressiorfor the averagenumberof biasedflips we needto generatea bit. It turnsout
this sumcanbe simplifiedsomevhat,asusingthe expressiorfor Q(¢) abose we have

2 Q(t) =2 (1+ p* + ).
zzo,;e\/en() [1(1+p" +a7)

k>1

Up to this point, we have tried to obtainjust a singlebit usingour biasedcoin. Instead we maywantto
obtainseveralbits. For example,a computerscientistmight needa collectionof bits to applyarandomized
algorithm,but the only sourceof randomnessavailable might be a biasedcoin. We canobtaina sequence
of bits with the Multi-Level stratgy in the following way: we flip the biasedcoin alarge numberof times.
Thenwe runthrougheachof thelevels, producinga bit for eachheads-tail®r tails-headgpair. Thisworks,
but thereis still morewe cando if we arecareful.
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Figure2: The AdvancedMulti-Level Stratgy. Eachsequenceenerateswo further sequencesBits are
generatedby applyingvon Neumanrs rule to the sequences somefixedorder

Problem 6. Improve uponthe Multi-Level stratgy for obtainingbits from a string of biasedcoin flips.
Hint: considerecordingwhethereachpair of flips providesa bit via von Neumanrs methodor not.

TheMulti-Level stratgy doesnottake advantageof wheneachevel providesuswith abit. For example,
in the Multi-Level stratgy, the sequencesi HH T andH T H H producethe samesingle bit. However,
sincethesetwo sequencesccurwith the sameprobability we canpair up thesetwo sequenceto provide
uswith a secondbit; if the first sequenceomesup, we considerthata 0, andif the secondcomesup, we
canconsideiit al.

To extract this extra randomnessywe expandthe Multi-Level stratgy to the AdvancedMulti-Level
stratgy. Recallthatin the Multi-Level stratgy, we usedLevel O flips to generatea sequenc®f Level 1
flips. In the AdvancedMulti-Level stratgy, we determingwo sequencefom Level 0. Thefirst sequence
we extractwill beLevel 1 from the Multi-Level Stratgy. For thesecondsequenceyhichwewill call Level
A, flip j recordswhetherflips 2j — 1 and2j arethe sameor differentin Level 0. If theflips aredifferent,
thentheflip in Level A will betails,andotherwisdt will beheads(SeeFigure2.) Of coursewe canrepeat
this processsofrom eachof bothLevel 1 andLevel A, we cangetwo new sequencesndsoon. To extract
asequencef bits, we go throughall thesesequencem afixed orderandusevon Neumanrs method.

How goodis the AdvancedMult-Level Stratgy? It turnsout thatit is essentiallyasgoodasyou can
possiblyget. Thisis somevhatdifficult to prove, but we canprovide aroughsketchof theargument.

Let A(p) betheaveragenumberof bits producedor eachbiasedlip, whenthecoincomesusheadswith
probability p. For cornvenience we think of ths averageover aninfinite numberof flips, sothatwe dont
have to worry aboutthingslik e thefactthatif we endon anoddflip, it cannothelp us. We first determine



anequatiorthatdescribe\(p).

Considera consecutie pair of flips. First, with probability2pqwe getH T or T H, andhencegetout
onebit. Soon averagevon Neumanrs trick aloneyields pqbits perbiasedlip. Secondfor everytwo flips,
we alwaysgetasinglecorrespondingip for Level A. Recallthatwe call aflip onLevel A headsf thetwo
flips on Level 0 arethe sameandtails if thetwo flips aredifferent. Hencefor Level A, aflip is headswith
probability p? + ¢?. This meanghatfor every two flips on Level 0, we getoneflip on Level A, with acoin
thathasa differentbias—it is headswith probability p? + ¢2. Sofor every two biasedLevel O flips, we get
(on average)A(p? + o) bitsfrom Level A. Finally, we getaflip for Level 1 wheneer thetwo flips arethe
same This happensvith probability p? 4+ ¢?. In this casetheflip atthenext level is headswith probability
p?/(p? + ). Soon averageeachtwo Level O flips yields (p? + ¢?) Level 1 flips, wherethe Level 1 flips
againhave a differentbias,andthusyield A(p?/(p? + ¢?)) bits on average Puttingthis all togetheryields:

12 2 1 2 5 P
A(P) = Pa+ AP+ ) +5(P"+4 )A(p2+q2> :

Problem 7. Whatis A(1/2)?

Pluggingin yieldsA(1/2) = 1/4+ A(1/2)/2+ A(1/2) /4, andhenceA(1/2) = 1. NotethatA(1/2) is
theaveragenumberof bits we obtainperflip whenwe flip a coin thatcomesup headswith probability 1/2.
This resultis somavhat surprising:it saysthe AdvancedMulti-Level stratgy extracts(on average asthe
numberof flips goesto infinity) 1 bit perflip of anunbiasedoin, andthisis clearlythe bestpossible!This
givessomeevidencethatthe AdvancedMulti-Level stratgy is doingaswell ascanbedone.

You may wish to think aboutit to corvince yourselfthereis no otherrandomness$ying aroundthat
we arenot taking adwantageof. Proving thatthe AdvancedMulti-Level stratgy is optimalis, aswe have
said, ratherdifficult. (Seethe paper‘lterating von Neumanrs Procedure’by Yuval Peresjn The Annals
of Statistics 1992, pp. 590-597.)It helpsto know the averageratethatwe could ever hopeto extract bits
usinga biasedcoin that comesup headswith probability p andtails with probabilityqg=1— p. It turns
outthe correctanswelis givenby theentropy functionH (p) = —plog, p—glog, g. (NoteH (1/2) = 1; see
Figure3.) We will not evenattemptto explain this here;mostadwancedprobability booksexplain entropy
andthe entroy function. Giventhe entrogy function,however, we may checkthatour recurrencdor A(p)
is satisfiedby A(p) = H(p).

Problem 8. Verify thatA(p) = H(p) satisfiegherecurrenceabove.

This deriationitself is non-triviall Letusplugin A(p) = H(p) ontheright handsideof therecurrence
andsimplify. First,

1 1 1
QH(p2+q2) = —5(p2+q2) log,(p? + ) — 51— p* — ) log,(1— p*— oP)
1
= —5(p2 +?) log,(p? + 9%) — palog,(2pq)
1
= —5(p2+q2) log,(p? + %) — pg— palog, p— palog,q,

wherewe have usedthefactthat1 — p? — ¢? = 2pg. Second,

@
PP+

p2

p2
) P+

1 2, 2 _ 1 12
5(P +q)H(p2+qz = —5Plog, 547109,

1 1 1 1
= -5 p?log, p* + > p?log,(p*+ o?) — éqzlogzq2 + qulogz(lo2 +0P)

1
= —p?log, p—g?log,q+ é(lo2 + o) logy (P + o)
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Figure3: A Graphof theEntropy H(p) vs p.

Now theright handsidesimplifiesdramatically:

2
P

} 2 2 }2 2
Pa+ AP+ ) + 5 (P + A 2

1
Pa— 5 (p*+ %) 0y (p* + %) — pa— palog; p— palog,

1
— p?log, p— q?log, g+ §(p2+q2) log, p*+ ¢
—pglog, p— pglog, q— p?log, p— ¢?log, g
—p(p+q)log, p—q(p+a)log,q

—plog, p—qlog, q

H(p)

Notice that we usedthe factthat p+ q = 1 in the third line from the bottom. As the right handside
simplifiesto H(p), thefunctionH (p) satisfiegherecurrencdor A(p).

We hopethisintroductionto biasedcoinsleadsyou to morequestiongboutrandomnesandhow to use
it. Now, how do you simulateanunbiasedlie with abiaseddie...



